Phase separation, charge ordering, and pairing in layered three-dimensional systems
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The processes of Coulomb gas ordering in a 3D layered system are studied by means of the Brownian
dynamics approach. It is found that at different densities of the carriers a 3D lattice of charges, as
well as new specific structures, are possible in the system. At small densities the particles inside
the layers can associate into droplets that collectively repel between neighboring layers, creating 3D
ordering of the droplets. These droplets possess local stripe structure which orders spontaneously
along an arbitrary direction. The density of charge within the droplets is not a constant and changes
with the average density. At higher densities a specific ordering of the charges into the tetragonal-
like or hexagonal-like structures is observed visually and described numerically. Specific “pairing” of
the charges from neighboring layers plays an essential role in the formation of all above structures.
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The theory of doped Mott insulators shows a vari-
ety of electronic ground states, from charge-stripe order
through electronic liquid-crystal phases [1,2] to the usual
metallic state depending on doping level. The complex
character of the phase diagram is caused by the long-
range Coulomb interaction between electrons placed in an
antiferromagnetic background. Besides, the well defined
layered structure is a common feature of these systems.
Both of these features create essential difficulties for the-
ory. A common theoretical simplification is to solve the
two-dimensional problem in different models [3-8].

Here we present a 3D model with very simple suppo-
sitions. We study a 3D layered crystal with Coulomb
interaction among spinless charges. The particles move
in a background potential that is periodic along one of
the axes. It is shown that this model is sufficient to ob-
tain density stratification (or phase separation) accom-
panied by classic phases such as the Wigner crystal or
stripe-ordering.

In particular, such a model can describe the charge
ordering in systems without magnetic ions. Very likely,
such a situation takes place in BaggKp.4BiO3. There
are a lot of hints of a remnant of charge ordering in
Bag 6Ko.4BiO3 above the temperature of the supercon-
ducting phase transition (see, for example [9]).

Let us suppose that the equally charged spinless parti-
cles move and interact in 3D space with a positive back-
ground that includes a periodic potential along one of the
dimensions (which we choose as thez-direction). For a
sufficiently strong periodic potential, the particles should
be localized in equidistant layers. For a single layer, the
particles would tend to form an hexagonal (Wigner) crys-
tal; however, this tendency can be strongly modified by
the interactions between layers.

The particles from a particular layer interact with the
collective potential of the surrounding layers and tend to
position themselves in the potential minima. In an ideal
(translationally invariant) case, the particles of one layer
have to be found directly under the centers of cells of the

neighboring layer. The particles from a third layer might
be expected to sit directly under positions of the particles
from the first one; however, the particles in the first and
third layers also repel one another. Hence, the energy
minimum should be a nontrivial compromise between the
interlayer and intralayer interactions.

Numerical simulations show that the symmetric posi-
tioning of the particles over the centers of the cells of the
Wigner crystal is unstable. Instead, when the positions
of particles in one layer are projected onto the average
plane of a neighboring layer, each particle in the first
layer is found to be displaced in the direction of one of
the particles in the neighboring layer. In particular, the
displacements break the geometric frustration in the col-
lective position of a hexagonal 2D lattice from one layer
to the next.

The situation appears as follows. Moving in the col-
lective field of the neighboring layers the carriers are at-
tracted to the minima of the potential. These minima act
as if they were effective “positively-charged particles”.
The projections of real particles from a neighboring layer
(attracted to these minima) onto the zy-plane can be
treated as the “images” of these effective particles. In
some sense this behavior is close to a stripe formation, as
in the cuprates and nickelates [1,2]. It is directly analo-
gous to the previously studied process of screening in a
system containing two kinds of particles that bind into
“pairs”. These pairs are dipolarly charged and form, in
their turn, chains of dipoles [10].

Let us note that the “pairs” are formed by particles
from different layers. So, this pairing is essentially a 3D
phenomenon. We found that the variation of the density
leads to other nontrivial structures, also. In particular,
at low density the system produces an unusual “droplet
phase”. This phase consists of the charged droplets with
an internal structure. It is possible that the specific dipo-
lar chain structure or structuralised droplet phase might
have relevance to the problem of the mechanism of su-
perconductivity in novel superconductors.



To study the structures appearing in the system
of moving charges placed into 3D compensating back-
ground, with periodically modulated potential along one
of the dimensions, we apply the Brownian dynamics (BD)
technique. This technique has been widely applied in re-
cent years [11,12] (in particular, by one of the present
authors [13,14]) to simulate the behavior of various sys-
tems.

The technique is based on the solution of the system of
dynamic equations for the particles with discrete coordi-
nates R; = (2;,y;,2;), where 1 < j < N, and the vectors
R = R; — Ry = (z; — 2k, y; — Yk, 2j — 2) connecting
pairs of particles. The choice of appropriate boundary
conditions depends on the specific problem.

The equations in such an approach contain some ran-
dom noise sources [12-14]. Together with relaxation
terms, these simulate the effect of finite (nonzero) tem-
perature (in accordance with the well known fluctuation-
dissipation theorem). Spatially continuous densities are
determined a posteriori by means of a summation over
realizations and averaging over a sufficiently long time.
The necessary length of time for averaging is determined
numerically for each problem [13,14].

In particular, the particle density in real space, o(R) =
(22 0(R = R;))) [to, is obtained by a summation ),
over particle coordinates and averaging ((...)) |+, over
characteristic time #,. This density is used to calculate
the correlation functions of the problem (for example: the
two-point correlation function G(R,R’) = (o(R)o(R')),
where (...) denotes an averaging over ensemble of parti-
cles). The set of the correlation functions gives complete
information about the thermodynamic properties of the
system.

The set of BD equations can be written in the form
K, + K, + V(R 0 U(R;i) = 6F(R;;

i+ R+ R ( j)+alezk: (Rjx) = 0F (R;;t),
where 7 is a relaxation constant. To model a thermal
bath we apply the Gaussian random force 0F'(t),

(OF (R;t)) = 05
(0F (R; t)6F(R';t")) = 29T6(R— R/)d(t — t)

The periodic one-particle potential is chosen to have the
form V(R;) = Vp cos(2nk - z; /L)

The system is supposed to be continued periodically.
Here L,/k is the period of the potential along the z-axis,
with k& an integer. Along the other two axes the system is
quasi-infinite. The boundary conditions along all of the
axes lead to the interaction of each particle with all other
particles inside the calculation volume @ = L, - L, - L.,
as well as with all of their “images” obtained as a re-
sult of the translation of particle coordinates across (be-
yond) the nearest boundary [12-14]. So, the many-body
potential U(R,) in the equations contains the vectors

Tjk = Tjk + Lz;yjk = Yjk + Ly,ij = Zjk + Lz with
all possible permutations. The sign “+” or “—” is de-
termined by a direction to the nearest boundary plane

along given axis.
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FIG. 1. Instantaneous configurations of the particles at fi-
nal stage of evolution are shown for the three characteristic
densities: (a) at L = 9 ; (b) at L = 12 ; (¢) at L = 50
(N = 256). The projections of the particles from neighbor-
ing layers are shown by black and white circles respectively.
Two-point correlation function G(R — R’) = (o(R)g(R'))
is presented for following three typical cases: (d) well pro-
nounced tetragonal lattice (at L = 7); (e) for hexagonal or-
dering of the particles inside the layers (L = 10.5); (f) for
droplet phase with an internal stripe structure appearing at
phase separation (at small density L = 50). The length of
arrows indicate the value of the averaged minimal distance
between particles.

If a particle leaves the volume Q = L, - L, - L, along
one of the axes it is returned to the volume. In the ab-
sence of an external field, the particle return can be done
by means of mirror reflection, or by cyclic shift. In the
second case, the corresponding projection of the velocity
is conserved, and the coordinate projection is shifted as
follows: z; = «; &+ La,y; = yj £ Ly, z; = z; = L. [13].



The many-body potential U(R;i) = U, - Us., consists
of a long-range Coulomb interaction U.(R;x) o< 1/|R|
with a screening factor Use, (Rjx) o exp(—|Rjk|/70)-

Numerical results for the case L, = L, = L, L, = 5,
T =1,v =3 and rp = 10 are summarized in the Figs.
1-3. For definiteness, all instantaneous configurations
shown were obtained in the frames of uniform motion.
Random distributions of the charges have been taken as
the initial conditions, which is the standard choice used
in a search for an energy minimum by the relaxation
technique and by simulated annealing [7].

The same fixed number of particles, N = 256, has
been used in all cases. The charge density is varied by
changing the cross-section L, - L, of the calculation vol-
ume Q = L, - Ly - L,. To check for finite-size effects,
the calculations were reproduced at some densities for
other numbers of particles (N = 128 and N = 512, with
respectively chosen cross-section of the box L, - Ly).

Instantaneous particle configurations at final (but not
equilibrium) stages of structure formation are shown in
Fig. 1(a~c) for three specific densities. The particle co-
ordinates for two adjacent layers are shown by means of
different symbols in a projection onto the zy-plane (all
other particles are not shown). The case (a) corresponds
to high density (L = 9). The configuration (b) corre-
sponds at long time to a density close to a critical value
(L =12). At small density (L = 50) a kind of clusterisa-
tion into “droplets” occurs in the system. These droplets
contain segments of charge chains and, therefore, possess
some kind of fine structure. The droplets from different
layers repulse mutually. The state obtained looks similar
to the concentration stratification (or phase separation)
found in a system with two kinds of particles [10]. For
brevity we will use “phase separation” to describe our
droplet state.

In the initial stage of the evolution the particles sponta-
neously group to the vicinities of the planes correspond-
ing to the minima of the periodic potential V(R;) =
Vo cos(2mk - zj/L.). These minima define the “layers”.
For definiteness, we denote a particle as belonging to a
given layer if its z-coordinate differs from that of the
layer by no more than 0.1 of distance between the layers,
ie. | z— 2z |< 0.1- | zpy1 — 2 |- It is interesting to
note that typical for this stage is a tendency to “pairing”
(in projection onto the zy-plane) of the particles from
neighboring layers.

Below this tendency will be characterized numerically.
Such a state survives for the majority of particles only for
some high densities. A tetragonal 3D structure is found
to be natural for this case in the final equilibrium state.
Nevertheless, a remnant pairing plays an important role
in the formation of the droplet phase at low densities.

One can use the time dependence of the averaged min-
imal distance between particles b = (min{| Rz |}) as a
numerical characteristic to distinguish different scenarios
that occur as a function of density, g. This value corre-

sponds to the mean distance between nearest neighbors.
Different mutual relations and sign of inequality between
values of b inside a layer and for pairs of neighboring lay-
ers reflects a difference between visually observed struc-
tures.
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FIG. 2. Time dependence of averaged minimal distance be-
tween the projections of particles from the same layer (black
circles) and nearest layers (white circles): (a) at L =9 ; (b)
L =10.55(c) at L =11 ; (d) at L =70 (N = 256).

Four qualitatively different scenarios of evolution of the
distance between nearest particles are shown in Fig. 2;
(a) high density (L = 9); (b) a density close, but slightly
higher than a critical one (L = 10.5); (c) a density close
to, but lower than, the critical one (L = 11); and finally
(d) a very low density (L = 70). The averaged projec-
tions of the distances within a layer and between layers
are indicated by black and white circles, respectively.

For a fixed distance between the layers, the average
interaction between the layers is proportional to the den-
sity. When the density is high enough this interaction
is strong enough to order particles in a 3D structure.
Figure 1(d) presents the correlation function of a typical
tetragonal crystal structure that is obtained at high den-
sity (L = 7). However, long wave-length z-displacements
of the particles inside each of layer caused by strong in-
teractions along the z-axis prevent the formation of an
ideal 3D tetragonal lattice.

When the density goes to through the critical value
(10.5 < L < 11) the force binding the particles in the
layers prevails over the z-component of the interaction
between layers. The particles are locked strongly in the
layers and ordered hexagonally. Naturally, the mean
distance between nearest neighbors stabilizes with time.
However, the distance between the projections of parti-
cles from different layers does not tend to zero now (as
it does for the 3D tetragonal lattice). This fact is re-
flected by difference in behavior of the lower lines in the
Figs.2(a-c).

Finally, when the density is extremely low the repul-
sion between the particles from different layers is notable
for sufficiently big groups of particles. Phase separa-



tion occurs now. The particles combine into clusters (or
droplets). The projections of the clusters from different
layers mutually fill in free spaces for each other.

All these structures are reflected by the correlation
function G(R,R') = (o(R)o(R')) shown in Fig. 1(d-f).
The function G(R,R’) = (o(R)e(R')) is calculated for
a single layer and shown for the following three typi-
cal cases: (d) a well pronounced tetragonal lattice (at
L = T7); (e) hexagonal ordering(L = 10.5); (f) droplet
phase appearing at phase separation into charge rich and
charge poor domains (at small density L = 50). The fil-
ament structure formed by the scraps of charge chains
is visible. In all pictures the averaged minimal distance
between particles within a layer is marked by the arrows.

These results have been checked for different (rectan-
gular ) forms of the boundary. A tendency to form stripes
or chains of charge along one of the spontaneously cho-
sen direction is observed in all cases. As is seen, for in-
stance, in Fig. 1(c), the local direction of the stripes does
not depend on the boundary orientation. The stripes
form local groups (domains) with common but arbitrary
orientation, so, the local structure is not an artifact of
the system boundaries. However, the numerically found
global structure correlates with the periodic boundaries.
The difference between the local and global orientations
is reflected by the correlation function shown in Fig. 1(f).
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FIG. 3. A dependence of equilibrium averaged minimal dis-

tance between the particles b =< min{| R;x |} > from density

(shown as a function from box size L at fixed number of par-

ticles N = 256). Two kinds of the circles denotes the values

of b corresponding to the particles from the same layers (black
circles) or different layers (white circles).

The dependence of the equilibrium averaged minimal
distance between the particles, b, on density is summa-
rized in Fig. 3. As before, two kinds of circles denote the
values of b corresponding to particles from the same or
different layers. The slopping dash-dotted line gives the

slope of the b(L) function for the ideal tetragonal lattice.

This plot can be treated as a phase diagram in terms of
the mean density o x 1/L,L, at fixed L, . The vertical
dashed line (at L ~ 11) denotes a transition between two
different structures. Just to the right of the line, the ra-
tio of the in-plane to interplanar distance passes through
V3, which relation corresponds to ideal 3D hexagonal
ordering.

The dotted vertical line corresponds to a transition
from a charge-order-like Wigner crystal to the phase-
separation structure which contains charge-rich droplets
with an internal fine structure. It should be noted that
the curves b(L) do not reach horizontal asymptote.

To conclude, we found a transition from a Wigner crys-
tal phase to a droplet phase with an internal structure.
The density of the charges inside the droplets depends on
the value of mean density in the system. In spite of some
analogy with liquid droplets, this result occurs in the ab-
sence of a direct attraction among the particles. The
particles in an insulating layer cannot collect in compact
droplets; rather, the particles close to the droplet bound-
aries essentially attract between different layers. As a
result, the size of the droplets is always comparable with
the distance between them. From a physical point of
view the dependence of the internal density of charge in
the droplets as a function of the doping level is one of the
most important features of this new droplet phase.
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